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Abstract 

This short notc is conccmcd with a mcthod for chccking 
stability of largc-scale intcrconncctcd systcms. Hcrc wc 
lakc thc dissipativity approach bccausc our intcrcst is in 
cstablishing rcsults for both intcrnal and cxtcrnal bc- 
haviour of the intcrconncctcd systcm. Thc novclly of 
thc rcsult rcportcd in hcrc lics in thc ability Lo handle 
subsystcms whosc propcrtics arc known "locally" and 
not globally. Thc rcsult has an immcdiatc application in 
studying the powcr systcm uansicnt stability problcm 
and can have possible applications in robust syslcm 
analysis. 

1. Introduction 

Thc two, intcmal or statc-spacc and cxtcrnal or input- 
output, rcprcscntations arc widcly uscd for stability anal- 
ysis and conuollcr dcsign. Dcpcnding on thc situation 
cithcr onc can bc uscful so attempts [ 11 havc bccn madc 
to uansfcr analysis done on onc rcprcscntation to an- 
other. Thc analysis in [ 11 is for Lhc casc whcrc all thc 
propcrtics hold globally. In [2] an attcinpt is madc to do 
thc samc for systcms whcrc thc rcquircd propcrtics hold 
only locally. Unforlunatcly the analysis in [21 is not 
vcry hclpful whcn wc intcnd to analysc an intcrconncc- 
tion of thcsc "locally" known systcin. A largc powcr 
systcm is a good cxamplc of an intcrconncction of lo- 
cally stablc systcms. 
In  this short notc an attcmpt is madc to dcvclop a framc 
work for thc analysis of locally-dissipativc 
intcrconncctcd systcms. The intcrconncction of 
dissipativc systcms is covcrcd in 131 along with a 
rclationship bctwccn intcrnal and cxtcrnal stability 141. 
Scction 2 givcs thc basic notations and dclinitions. 
Scction 3 givcs the main rcsult of this papcr and scction 
4 statcs thc conclusions. 

2. Notation and Definitions 

Lct U bc an inncr product spacc whosc clcmcnts arc 

functions U: R + R .  Also Ict U bc thc spacc of n- 
tuplcs (column vcctors) ovcr U,  with thc usual inncr 
product, and thc "uuncatcd inncr product" gcncrating Lhc 

cxtcndcd spacc U as dcfincd in [31, 
A systcm with m inputs and p outputs may now bc lor- 

mally dcfincd as a rclation on U e x U ; that is, a sct 

of pairs ( U  E Y E U ;) , whcrc U is an input and y 
thc corrcsponding output. Wc also assuinc that thcrc 
cxists a sutc spacc X for thc dynamic systcm [31. 
Dcfinition A dynamic systcm is f o c u l f y  (Q, S, I ( )  

dissipulive in U region Q c X , if  
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j w ( u , y )  dt= ( ~ , Q Y ) ~ +  2(y,Su) + (u,Ru) 2 0 
0 T T 

for all U E Ueand TE R', such that x(0) = 0 and 
x(t) E fi for all 0 5 t I T . Q, S and R arc constant 
mauiccs of appropriatc dimcnsions. 
To procccd furlhcr we necd the notation: 



t 

y t  y dt 2 a(( x ol), for some finite T such that 
0 

O S T 1 6  
If in addition, for any sequence (On) E R, ct (on) 3 00 

as II On II +- 00 the system is called locally uniformly 
zero state detectable in Rz with respect to R. 
Definition A dynamic system is said to have a property 
A if there exists a well defined feedback law U* (-) such 
that w ( U* c), y) < o for all y # 0, U* (0) = o 
and U* E U (to, t l ,  XO, XI). 

3. Main results 

First we will put conditions on the system and its local 
properties such that it is internally stable. 
Theorem 1 Let the dynamic systcm 

(i) be locally ( Q, S ,  R) - dissipative in a region R c 
X; (ii) be locally connected in a region Rc wrt R; 
(iii) locally uniformly controllable in a region R z  wrt 
R; (iv) locally uniformly zero state detectable in region 
Rz w r t  R; (v) locally Lipschitz continuous in the region 
R; (vi) have the property A. Furthermore, suppose that 

the region Rs f& n RUC n sZz is non-empty, in the 
sense that it contains an open neighbourhood of the 
origin. Then if Q is negative definite then the origin is 
asymptotically stable. 
Proof; See [5. pp. 48-50] 
Remark 1: The proof proceeds more or less on the stan- 
dard lines as in [3]. The difference is only in the fact 
that we need here only local description as opposed to 
the global needed elsewhere. During the course of a 
proof we need a storage function @ (x) which serves as a 
Lyapunov function, needed to prove the asymptolic SW- 
bility. 
The next theorem refers to a linear interconnection of N 
locally-dissipative subsystems. The interconnection is 
described by. 

Ui  = Uei- c H..y. ,  i = 1 ,..., n 

Where Ui is the input to subsystem i, yi is the output, 
Uei is an external input, and the Hij are constant matri- 
ces. A compact matrix notation is, with obvious defini- 
tions, U = U, - Hy 
Theorem 2 Let the dynamic systcm be formed by inter- 
connecting N subsystems via the interconncction (1) and 
suppose that (i) The ith Subsystem is locally (Qi, Si, 
Ri) - dissipative in a region Ri satisfying conditions (i)-  
(vi) of Theorem 1.  (ii) The interconnection (1) is such 
that the dynamic system state space equal to the 
Cartesian product of the state space of the individual 
subsystems and = R I  x ... x RN is a non-empty 
region containing a neighbourhood of the origin (Q 

C 2). (iii) The overall systcm is uniformly zero state 
detectable in a region Rz with respeci to 9, where R, is 
a non-empty region containing a neighbourhood of the 

origin (0, C 2 ) .  (iv) The overall systcm is locally 
Lipchitz continuous in R. 

N 

j=1 IJ I (1) 
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Then if Q is positive defnitg the origin is asymptoti- 
cally stable 

Where Q =  SH + HT ST - HT RH-R and Q = diag. 
(Qi), S = diag. (Si), R = diag. (Ri). 
Proof; See [5. pp. 50-521 

A 

Remark 2; The proof is similar to the one in [3]. 
Again the concepts are local instead of global. The 
above two theorems when put together give a method of 
constructing Lyapunov functions for an interconnected 
system. The steps to follow are; 
1, Decompose a large-scale system into N subsystems. 
Z Find out the storage function @i (Xi), and the 
corresponding (Qi, Si, Ri) for each subsystem, using 
mcthods discussed in [51. 

& Form the matrix G= SH + HT ST - HT RH-Q and 

check for its positive definiteness. If is positive 

N 

i= 1 
definition then @ i ( X  is a Lyapunov function. If 

is m positive definite, then it becomes necessary to 
try another decomposition or different choice of (Qi, Si, 
Ri). The above three steps are successfully used to 
construct Lyapunov functions for large power systems 
[51. 

4. Conclusion 

The main result stated in Theorem 2 is just the type of 
result we need to study the behaviour of an intercon- 
nected system whose subsystems are only "locally" de- 
fined. To obtain the result we have made precise what is 
"locally" required of the sub systems. If the definitions 
are read carefully one can see that "local" is both in 
terms of small gain inputs [2] and local internal stability 
rcgions. Hence, this short paper can be considered as a 
contribution in extending the already available results of 
[l], [2] [4]. This extension has an immediate application 
for transient stability analysis of power systems [5]. 
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